
We analyzed the performance of the PCG solver on a 512-node Paragon in further
detail (row 6 in Table 1). The solver achieves a sustained speed of 18.3 GFLOPS for an
85000 observation problem. (On 512-PE T3D and T3E, the sustained speed in the PCG
solver is 12.6 and 33.8 GFLOPS respectively.) This represents 36% of the theoretical
total peak speed of 51.2 GFLOPS. The solver spends 27.5% of the time on communica-
tions for this problem on 512-nodes. During each iteration, most of the communication
time is spent on sending or receiving (on average) 536 messages per processor with (on
average) 166 floating point numbers in a message. These numbers indicate a tightly cou-
pled system like T3E is necessary for this problem.

6.  Conclusions
We have designed and implemented a set of efficient and scalable algorithms for the

PSAS data assimilation package, and achieved a 740-fold solution time reduction on a
512-PE T3E parallel platform over a single head of a Cray C90. This clearly demon-
strates that data assimilation problems are well suited for distributed-memory massively
parallel computer architectures. In particular, this work demonstrates that irregular and
unstructured problems such as the data assimilation problem can be efficiently imple-
mented on this type of architecture, with good understanding of the problem, careful
(re)design of all necessary algorithms, and effective use of explicit message passing. By
focusing on the algorithms, the application achieves a high sustained performance.
Since no specialized optimizations targeted for the particular computer are done, these
performance numbers are representative of what could be achieved by average users.
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